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ABSTRACT

Aims. We generate a model description of the solar wind based on an explicit wave-turbulence-driven heating mechanism, and
constrain our model with observational data.
Methods. We included an explicit coronal heating source term in the general 3D magnetohydrodynamic code NIRVANA to simulate
the properties of the solar wind. The adapted heating mechanism is based on the interaction and subsequent dissipation of counter-
propagating Alfvén waves in the solar corona, accounting for a turbulent heating rate Qp. The solar magnetic field is assumed to be an
axisymmetric dipole with a field strength of 1 G. Our model results are validated against observational data taken by the Parker Solar
Probe (PSP).
Results. Our NIRwave solar wind model reconstructs the bimodal structure of the solar wind with slow and fast wind speeds of
410 km s´1 and 650 km s´1 respectively. The global mass-loss rate of our solar wind model is 2.6ˆ 10´14 Md yr´1. Despite imple-
menting simplified conditions to represent the solar magnetic field, the solar wind parameters characterising our steady-state solution
are in reasonable agreement with previously established results and empirical constraints. The number density from our wind solu-
tion is in good agreement with the derived empirical constraints, with larger deviations for the radial velocity and temperature. In a
comparison to a polytropic wind model generated with NIRVANA, we find that our NIRwave model is in better agreement with the
observational constraints that we derive.
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1. Introduction

Among the many discoveries made during studies of the helio-
sphere over the last century is the ever-present mass flow radiat-
ing away from the Sun and throughout the Solar System (Bier-
mann 1951; Parker 1965), now known as the ‘solar wind’. As the
solar wind travels into the heliosphere, it carries angular momen-
tum away from its source, slowing the rotation of the Sun (Kraft
1967; Weber & Davis 1967). This rotation rate is a major pa-
rameter influencing the solar magnetic field through a dynamo
process (Charbonneau 2020), where the decrease in solar rota-
tion leads to a decrease in magnetic activity (Skumanich 1972;
Vidotto et al. 2014a). In addition to their association with this im-
portant aspect of stellar evolution (Cohen & Drake 2014; John-
stone et al. 2015a; Réville et al. 2016; Pantolmos & Matt 2017),
winds of low-mass main sequence stars like our Sun play an im-
portant role in (exo)planetary atmospheric evolution and escape
(e.g. Terada et al. 2009; Lundin 2011; Kislyakova et al. 2014;
Blackman & Tarduno 2018). The impact stellar winds have on
(exo)planetary atmospheres can be found in non-thermal erosion
processes induced by high-energy particles making up the stellar
mass flow (Lichtenegger et al. 2010; Kislyakova et al. 2014), as
well as in their influence on exoplanetary magnetospheres (Co-
hen et al. 2014; Vidotto et al. 2014b). Detailed investigations of
the solar and stellar wind phenomena are therefore important for
the characterisation of exoplanetary systems.

Our proximity to the Sun enables us to study its wind proper-
ties in great detail using both observations and numerical mod-

elling. The solar wind is driven in large part by thermal pressure
gradients in the upper atmosphere of the Sun; however, the ex-
act physical mechanisms that heat the solar corona and acceler-
ate the solar wind are still not fully understood (Cranmer 2009;
Cranmer & Winebarger 2019; Vidotto 2021). It is now recog-
nised that the heating required for wind acceleration is driven by
stellar magnetic fields. It is therefore imperative that we iden-
tify the connection between the rotation rate, magnetic field, and
mass flow of the Sun.

Our understanding of the physical properties associated with
the solar wind have been greatly increased through observa-
tions from missions such as Ulysses (McComas et al. 2003),
the Advanced Composition Explorer (ACE, Stone et al. 1998),
and more recently the Parker Solar Probe (PSP, Fox et al. 2016)
and Solar Orbiter (Müller et al. 2020). We now know that the
velocity distribution of the solar wind can be divided into two
regimes: a ‘fast’ wind and a ‘slow’ wind. These are distinguished
by median velocities of around 750 km s´1 and 400 km s´1, re-
spectively (McComas et al. 2008; Johnstone et al. 2015b). The
fast solar wind originates from regions of open magnetic field
lines extending into the heliosphere, called coronal holes, while
the slow solar wind has its origin at the boundary region be-
tween open and closed field lines (Krieger et al. 1973; Cran-
mer 2009). The complexity of the distribution of the solar wind
regimes varies with the solar cycle, where the clear separation
during the solar minimum gives way to a much more complex
structure close to the solar maximum (McComas et al. 2003).
The above in situ measurements provide necessary constraints
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to numerical models used to study both the solar wind and the
winds of cool, solar-like stars by extension.

Since the detection of the first exoplanetary systems, thou-
sands of new host stars have been identified, many of them sim-
ilar to the Sun. It is therefore reasonable to make efforts in relat-
ing our increasing knowledge of the solar wind to other stellar
hosts in an attempt to study the impact of stellar winds in exo-
planetary systems. As the winds of low-mass, solar-like stars are
very weak, investigations into their properties rely on indirect
methods of their detection (Wood et al. 2021). Comprehensive
models of the solar wind are therefore necessary to study the
characteristic parameters of these stellar winds (Cohen & Drake
2014; Johnstone et al. 2015b; Garraffo et al. 2015; Alvarado-
Gómez et al. 2016; Réville et al. 2016; Ó Fionnagáin et al. 2019;
Shoda et al. 2019; Boro Saikia et al. 2020). From the initial de-
scription of the solar wind, models describing the nature and be-
haviour of this mass flow have evolved to more accurately reflect
in situ measurements of the corresponding parameters, and to in-
clude better physical descriptions, which take the driving forces
of the solar wind into account. Extensive reviews of different ap-
proaches to model the solar wind and relate these models to stel-
lar winds can be found, for instance, in Gombosi et al. (2018)
and Vidotto (2021).

One method commonly used to model the behaviour of the
solar wind, and stellar winds of low-mass stars by extension, is to
simplify the energy equation through the introduction of a poly-
tropic equation of state, taking the form of a power-law relation
between the thermal pressure and the density

`

p 9 ρΓ
˘

. Work-
ing with this relation implicitly assumes the heating of the ex-
panding wind, where the temperature follows the mass density.
The exponent Γ therefore defines the temperature behaviour of
such models. As polytropic wind models consider simplified as-
sumptions about the physical processes behind the heating and
acceleration of the wind, complexity can be added in other as-
pects: the polytropic index might be chosen to vary with respect
to the distance from the central source (Johnstone et al. 2015b),
the domains of these models be can made larger in scale in order
to study the global wind behaviour, and a more complex mag-
netic field geometry can be added (Vidotto 2021; Réville et al.
2016).

A different way of generating solar wind models is to explic-
itly treat the energy deposition into the solar corona, which heats
and drives the solar wind. The necessity for this arises from the
fact that an expanding corona treated as a mono-atomic gas with
an adiabatic index of Γ “ 5{3 cannot produce an accelerated so-
lar wind and therefore requires additional energy input to prevent
adiabatic cooling from taking place (Cranmer & Winebarger
2019). Alfvén waves have long been proposed as a source of this
coronal heating (Alfvén & Lindblad 1947), where explicit solar
wind models include the process of converting magnetic energy
into thermal energy through the dissipation of turbulence aris-
ing from the interaction of counter-propagating waves (Cranmer
2010; van der Holst et al. 2014).

A variety of numerical frameworks have been employed to
reconstruct the properties of the solar wind and to investigate
their generalisation to stellar winds. Examples of this include
PLUTO (Mignone et al. 2007), which was used to produce poly-
tropic wind descriptions (e.g. Réville et al. 2016; Pantolmos &
Matt 2017; Desai et al. 2020), and the work of Usmanov et al.
(2000), which introduced a multi-dimensional (2D) model of the
solar wind that includes Alfvén wave turbulence, and has been
further developed to a fully turbulence-driven, three-dimensional
description (Usmanov et al. 2011, 2014). The Alfvén Wave So-
lar Model (AWSoM, van der Holst et al. 2014), as part of the

Space Weather Modelling Framework (Tóth et al. 2012), was
also used to generate wind descriptions based on the dissipa-
tion of Alfvén waves (e.g. Oran et al. 2013; Boro Saikia et al.
2020). Another model that incorporates the reflection of Alfvén
waves is the work of Shoda et al. (2019). These models were
refined to include many complex physical aspects of the solar
wind, such as ion temperature anisotropy (van der Holst et al.
2014), the parametric decay instability of Alfvén waves (Shoda
et al. 2019), and synoptic magnetograms as boundary conditions
of the surface magnetic field (Oran et al. 2013; Boro Saikia et al.
2020).

We do not aim to rival the complexity of these frameworks,
but instead to produce a simple model description of the solar
wind by coupling the 3D magnetohydrodynamic (MHD) code
NIRVANA with a numerical framework for calculating the tur-
bulent coronal heating rate (Cranmer 2010); this is the first time
NIRVANA has been used in this manner. Observational data
gathered from the Parker Solar Probe provide empirical con-
straints for the results of our simulations. Establishing a model
description of the solar wind that is consistent with empirical
data is an important step in studying the properties of solar-like
stellar winds. This can be achieved by adjusting such a model
to the input parameters of a larger sample of Sun-like exoplanet
host stars.

This paper is structured as follows: In Sect. 2, we describe
the main parts of our model. Section 2.1 describes the code we
used, as well as the initial and boundary conditions we imple-
mented, and Sect. 2.2 summarises the wave-turbulence-driven
heating routine that we coupled to the general MHD code. Sec-
tion 3 is concerned with the evaluation of observational data to
derive empirical constraints for our model. In Sect. 4, we present
the results of our solar wind model and discuss the limitations
we encountered. We compare our model to the evaluated obser-
vational constraints in Sect. 4.1, and to a polytropic wind model
generated with NIRVANA in Sect. 4.2. We summarise our find-
ings in Sect. 5.

2. Model description

We used the generalised 3D MHD code NIRVANA (Ziegler
2008) to create a model of the solar wind based on an explicit,
wave-turbulence-driven heating mechanism (Cranmer 2010), as
described below.

2.1. Numerical model

NIRVANA is a grid-based C-code that solves —in its full
complexity— the time-dependent equations of a gas-dynamical
system, including non-relativistic, compressible magnetohy-
drodynamics, dissipative processes, ambipolar diffusion, self-
gravity, and source terms in force and energy (Ziegler 2008). It
supports Cartesian, cylindrical, and spherical geometries in 2D
and 3D, adaptive mesh refinement, and serial or parallel opera-
tion.

For the application in this work, NIRVANA solves the non-
dissipative equations of magnetohydrodynamics with source
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terms in force and energy:

Bρ

Bt
` ∇ pmq “ 0, (1)

Bm
Bt
` ∇

„

mv` ptot ¨ I ´
BB
µ



“ ρ f e ` f C, (2)

Be
Bt
` ∇

„

pe` ptotq v´
pvBq B
µ



“ pρ f e ` f Cq v` Qp, (3)

BB
Bt
´ ∇ˆ pvˆ Bq “ 0. (4)

Equations (1) to (5) represent the single-fluid MHD equa-
tions with additional source terms in force and energy, where
µ “ 4πˆ 10´7 V s A´1 m´1 represents the magnetic vacuum
permeability, ptot is the total pressure given by the sum of the
gas pressure and the magnetic pressure, and I is the identity op-
erator. There are eight primary variables in this set of equations:
the fluid mass density ρ, the momentum density m “ ρv (where
v is the fluid velocity), the magnetic field B, and the total en-
ergy density e, which is the sum of the kinetic, thermal (ε), and
magnetic energy density:

e “
ρv 2

2
` ε`

B2

2µ
. (5)

The source terms are the gravitational force of the central
body, which is represented by the mass-normalized, cell-centred
force term f e, and similarly the effects of a rotating frame of
reference expressed through f C, which is based on the average
rotation rate of the Sun, taken to be ω “ 2.597ˆ 10´6 rad s´1.
Additionally, Qp represents the energy source term introduced
by the wave-turbulence-driven heating mechanism more explic-
itly described in Section 2.2.

The simulation domain we use in this work is a three-
dimensional spherical domain with coordinates (r, θ, φ), rep-
resenting the distance from the origin of the domain, the polar
angle, and the azimuth angle, respectively. Our domain has the
dimensions r1 Rd, 40 Rds ˆ r0, πs ˆ r0, 2πs, with r384, 64, 64s
grid cells, respectively, resulting in a uniform radial grid cell size
of 1.02ˆ 10´1 Rd. NIRVANA currently only supports mesh re-
finement uniformly in all coordinate directions, and therefore
we opted to increase the base number of radial grid cells in-
stead of unnecessarily refining the angular coordinate directions
as a compromise in order to decrease the computational load for
these simulations.

We initialise the density with a nominal coronal value at the
inner boundary and an ambient density with a drop of approx-
imately five orders of magnitude throughout the rest of the do-
main. The solar magnetic field is initialised as a dipole, with the
axis of the magnetic moment aligned with the rotational axis of
the domain (representing the solar rotational axis) following the
dipole equations for the field components in spherical geometry:

Br “ B0 ¨

ˆ

r
R@

˙´3

¨ cos θ, (6)

Bθ “
B0

2
¨

ˆ

r
R@

˙´3

¨ sin θ, (7)

Bφ “ 0, (8)

where r denotes the radial distance from the centre of the do-
main and θ the polar angle. The parameter B0 in these equations
represents the polar dipole surface field strength. We selected a

Table 1. Initial parameters of our simulation.

Parameter Value
ρ0 5ˆ 106 cm´3

B0 1 G
LK
?

B 6ˆ 108 cm
?

G
F{B0 2ˆ 104 erg s´1 cm´2 G´1

Notes. These parameters represent input values of our model that
strongly influence our steady-state solar wind. ρ0 represents the density
value at the radial base of our simulation domain, B0 the polar surface
magnetic field strength we have chosen, and LK and F{B0 are the free
parameters governing the output of the wave-turbulence-driven heating
routine.

value of B0 “ 1 G, which is representative of the dipole surface
field strength close to the solar minimum (Svalgaard & Cliver
2007). The momentum density is initialised at a value of zero
for all components and the total energy density is dynamically
assigned in the first calculation step through our heating source
term. The most significant initial parameters are listed in Table 1.

We close the set of equations by relating the pressure and
temperature of the system to the primary variables through an
adiabatic equation of state:

ε “
p

γ ´ 1
, (9)

T “
µ̄mu p
kBρ

. (10)

These equations relate the thermal energy density ε —which
is calculated by rearranging Eq. (5)— to p and T , where µ̄ rep-
resents the mean molecular weight, mu the atomic mass unit,
and kB the Boltzmann constant. We choose an adiabatic index
γ “ 5{3 and set µ̄ “ 0.6 to reflect a fully ionised hydrogen
plasma with small amounts of heavier species (Desai et al. 2020).

At the inner radial boundary, we fix the density, magnetic
field strength, and momentum density values to the initial con-
ditions, and the energy density is constrained through a zero-
gradient condition. The outer radial boundary of our simulation
domain is constrained by a simple outflow condition. We im-
pose periodic boundary conditions at the azimuthal edges of
the domain. Lastly, we constrain the polar edges of our do-
main through F-type boundary conditions (in NIRVANA, F-type
boundary conditions are a type of natural boundary condition
that allows free flow across the poles in full azimuthal domains)
and employ the dual-energy treatment of NIRVANA, where the
total and thermal energy equations are solved separately and syn-
chronised in order to improve numerical robustness in regions of
low plasma-β1.

We search for a steady-state solution of our simulation by
evaluating the incremental change in the plasma parameters ρ, T,
and vr over large differences in domain time. For this, we com-
pare the plasma parameters between simulation states separated
by 5ˆ 104 time steps and accept a steady state once the relative
changes between these two snapshots fall below a sufficiently
small threshold.

1 For a more detailed description we reference the documentation of
NIRVANA from https://gitlab.aip.de/ziegler/NIRVANA.
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2.2. WTD heating source term

Our model couples NIRVANA to a wave-turbulence-driven heat-
ing routine described by Cranmer (2010). It is based on the re-
flection and subsequent dissipation of Alfvén waves travelling
as perturbations along magnetic flux tubes. The computation of
the local turbulent heating rate Qp as an energy source depends
on the fluid density ρ, fluid velocity v, magnetic field strength B,
and additionally on the distance from the centre of the domain
r. The output of the heating routine is additionally modified by
the chosen correlation length scale (LK) and wave energy flux
parameter (F{B0) as free parameters. A full derivation of the an-
alytic background can be found in Cranmer (2010); we provide
an outline of the computational routine below.

The heating rate is characterised through the interaction and
dissipation of outward propagating waves and reflected inward
propagating waves. These are characterised through the Elsässer
components z´ and z`, respectively. They define a reflection co-
efficient R, which compares the amplitudes of the two waves and
characterises the reflection ‘efficiency’:

R “
|z`|
|z´|

, (11)

with the magnitude of outward-propagating waves always be-
ing larger than the magnitude of inwardly propagating waves, or
R ă 1.

The reflection coefficient is crucial in calculating the heat-
ing rate, as it defines the amplitude of the reflected wave. R de-
pends on the Alfvén wave frequency ωi, and Cranmer (2010)
outlines a routine to calculate a radius- and frequency-dependent
R based on the limiting cases of very low (Rzero) and very high
(R8) frequencies. The turbulent heating rate Qp is then calcu-
lated through the spectrum-weighted Elsässer variables Z˘ fol-
lowing the equation

Qp “ ρ ¨
Z`Z´pZ` ` Z´q

4LK
. (12)

The necessary Elsässer amplitudes are calculated through

Z´ “

d

4UA

ρ
`

1` 〈R〉2
˘ , (13)

and related by the spectrum-weighted reflection coefficient fol-
lowing Eq. (11). This coefficient 〈R〉 “

ř

i Rpωiq ¨ fi is calcu-
lated through a discretization into 17 frequency bins spanning al-
most five orders of magnitude, with weights fi corresponding to
a high-frequency-dominated power spectrum for Alfvén waves
(Cranmer & van Ballegooijen 2005).

The output of Eq. (12) is additionally dependent on two free
parameters. The transverse correlation length scale LK is a mea-
sure for the correlation length of the largest turbulent eddies and
follows the scaling relation described by Hollweg (1986):

LK9 B´1{2, (14)

where we find that a scaling factor of 6ˆ 108 cm
?

G best repro-
duces our solar wind constraints derived from observational data,
being an intermediate value between the factors of 11.55ˆ 108

and 2.876ˆ 108 based on normalisation from previous results
(see Cranmer 2010 and references therein).

The other free parameter of the calculation routine is the
wave energy flux F per unit magnetic field strength B0. For dis-
persionless Alfvén waves, the conservation of wave action im-
plies a constant value of the parameter F{B0, given by the ex-
pression

F
B0
“
pv` vAq

2 UA

vAB0
“ const., (15)

where vA “ B{ pµ0ρq
1{2 denotes the Alfvén velocity and UA

the wave energy density (Jacques 1977). This allows the com-
putation of UA necessary for Eq. (13). We find that, within
the range previously described by Cranmer (2010), a value of
F{B0 “ 2.0ˆ 104 erg s´1 cm´2 G´1 best reproduces the bi-
modal solar wind distribution.

We coupled the calculation routine outlined above to NIR-
VANA to include it as an energy source term (represented in
Eq. (3) by the parameter Qp) to drive the solar wind. Natively,
NIRVANA supports user-defined heating (and cooling) functions
with dependencies on fluid mass density ρ and temperature T .
In order to facilitate the inclusion of a more complex heating
source term, we modified the code to allow a user-defined heat-
ing function depending on the parameter space described above.
A summary of our initial conditions is displayed in Table 1.

3. Observational data

To provide empirical constraints for our numerical model, we
evaluate observational data from the Solar Probe Cup (SPC,
Case et al. 2020) and Solar Probe ANalyzer – Ions (SPAN-I,
Livi et al. 2022) instruments of the Solar Wind Electrons Al-
phas and Protons investigation (SWEAP, Kasper et al. 2016)
carried by the Parker Solar Probe (PSP, Fox et al. 2016). The
SPC operates through the selection of particles based on their
energy-to-charge ratio pE{qq by a modulating high-voltage (HV)
grid. Non-repelled particles induce a signal on a collector plate,
which makes up the raw data acquired from SPC (we refer to
Case et al. 2020 for a detailed description of the instrument). The
SPAN-Ion instrument is an electrostatic analyser, and part of the
SPAN-A module pointed in the ram direction of the spacecraft
to analyse the three-dimensional distribution function of solar
wind ions. Ions are selected by elevation angle and then energy-
to-charge ratio as they pass through the electrostatic analyser. An
azimuthal distribution is resolved with a dedicated anode board
(see Livi et al. 2022 for a more detailed description of the instru-
ment).

In general, the orbit of PSP is divided into two regimes:
‘cruise’ (at heliocentric distances ą 54 Rd) and ‘encounter’ (at
heliocentric distances ă 54 Rd). During the cruise phase of
an orbit, both instruments operate more sporadically, while the
measurement cadence is increased significantly during the en-
counter phase, when the spacecraft is in a region of increased
scientific interest (Case et al. 2020; Livi et al. 2022). SPC and
SPAN-I are complementary to each other: SPC is designed to
measure the ion particle flux in the outer phase of an encounter,
where the solar wind flows are primarily radial, while SPAN-I is
optimised to measure these flows close to the perihelion, where
they might be strongly non-radial and out of view for SPC (Livi
et al. 2022).

Data processing reduces the raw information sent by the in-
struments to Level-2 and Level-3 science data products. SPC
Level-3 data products represent solar wind plasma properties
calculated both through fits of Maxwellian distributions to the
current spectra, as well as through moment calculations of a
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reduced-velocity distribution function (RDF) gained from the
differential energy flux (Case et al. 2020). These properties in-
clude the proton population density, velocity vector components,
and thermal speed (w “

a

2kBT{m), from which we derive
the scalar temperature. Similarly, Level-3 SPAN-I data products
for the proton population contain the density, velocity vector
components, and scalar temperature as (partial) moments of the
plasma velocity distribution (Livi et al. 2022).

Both instruments supply their measurements for the veloc-
ity, density, and temperature with respect to both the spacecraft
frame (SC) and an inertial radial-tangential-normal frame (RTN)
in heliocentric inertial coordinates (HICs). The latter are in ref-
erence to the solar equatorial plane and can therefore be used
to place the measurements both with respect to heliocentric dis-
tance and heliolatitude. For SPC, the velocities reported in this
frame have already been corrected for the variable motion of the
spacecraft, depending on the distance. We employ the same cor-
rection for reported SPAN-I velocities with the provided ancil-
lary data. We evaluate the Level-3 data products derived from
observations during the designated encounter phases 7, 8, and
9 to determine empirical constraints for our solar wind model,
making use of the parameters provided through the moment cal-
culations. The measurement data are publicly released in regular
intervals2, and details for these measurement periods are listed
in Table 2.

For SPC, we derive the proton population number density,
radial velocity component, and temperature from the available
distribution moments, and reduce the measurement data conser-
vatively by only accepting data points with a GENERAL_FLAG of
0, indicating that the measurement has been made under ideal
conditions. For SPAN-I, we derive the proton population den-
sity, radial velocity component, and temperature from the avail-
able (partial) moments of the plasma velocity distribution. We
make sure that the solar wind is in the field of view (FOV) of the
instrument by only accepting data points where the azimuthal
flux peak is at or below φ “ 150 ˝ (Livi et al. 2022). To evaluate
the measurements of SPC and SPAN-I together, we determine
the ten-second-average of each parameter for both instruments
to account for different measurement cadences.

We further evaluate the measured parameters by binning the
data in intervals of 0.1 Rd to coincide with the radial cell size
of our simulation grid and determining the mean and standard
deviation for each parameter in each bin. For the combined en-
counter periods, the range of heliocentric distances covered after
our reduction of the measurement data extends between 40 Rd
(the outer edge of our simulation domain) and 15.9 Rd. In to-
tal, we included approximately 7.56ˆ 105 measurements across
this range to ascertain empirical constraints for our numerical
model. Figure 1 shows the radial-velocity measurements taken
by SPC and SPAN-I that we evaluated, as well as the mean val-
ues we derived as empirical constraints for this parameter. Fig-
ure A.1 additionally displays the corresponding number density
and temperature measurements and evaluations. The combina-
tion of both instruments provides an overview of the general
profiles of the solar wind parameters during the evaluated en-
counter periods. The complementary nature of SPC and SPAN-I
is illustrated in Figs. B.1 and C.1. The majority of measurements
at distancesą 25 Rd come from SPC, whereas SPAN-I provides
most of the data points at distances ă 25 Rd.

We note that we have omitted the observations taken during
the designated encounter period 10. The SPC instrument turned
off on 18 Nov 2022, when a safety limit was exceeded during

2 http://sweap.cfa.harvard.edu/pub/data/sci/sweap/
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Fig. 1. Ten-second-averaged radial-velocity measurements of SPC and
SPAN-I with respect to heliocentric distance. Upper panel: Measure-
ment data binned in intervals of 0.1 Rd for the encounter periods 7, 8,
and 9 of PSP. The displayed data are split into ingress (i) and egress
(e) phases for each period. Lower panel: Mean and 1σ range of these
measurements.

high-speed solar wind stream observations, and did not take fur-
ther measurements during this encounter3. The data provided
from this encounter phase stop at a radial distance of approxi-
mately 40 Rd and do not fall within our simulation domain. We
also compare the results of our simulation to previous analyses
of measurements by the FIELDS suite of instruments (Bale et al.
2016) as part of the PSP mission (we refer to Telloni et al. 2021,
2022, further discussed in Sect. 4).

4. Results and discussion

We carried out steady-state solar wind simulations with the ini-
tial parameters listed in Table 1. From the steady-state solution
of our model, we determine the radial velocity (vr), number den-
sity (np), and temperature (T ) within the domain. The evalua-
tion of observational data taken by PSP has allowed us to put
empirical constraints on these parameters. We note that for the
comparison between the results of our simulations and the ob-
servational data from PSP, we only display the evaluated solar
wind measurements up to a distance of 40 Rd, which coincides
with the outer boundary of our domain.

3 The anomalies recognised during every encounter period are pub-
lished at http://sweap.cfa.harvard.edu/Data.html in data re-
lease notes for both SPC and SPAN-I
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Table 2. Evaluated PSP encounter phases.

Encounter Start End Perihelion Number of measurements
Date Date rRds SPC SPAN-I

7 12 Jan 2021 23 Jan 2021 20.3 1.580ˆ 105 4.048ˆ 104

8 24 Apr 2021 4 May 2021 15.9 2.471ˆ 105 6.074ˆ 104

9 4 Aug 2021 15 Aug 2021 15.9 1.733ˆ 105 7.640ˆ 104

Notes. PSP observational periods for which we have evaluated the provided Level-3 data products. The number of measurements for each encounter
is calculated after we have evaluated the data according to our quality restrictions, but before determining the ten-second-average values.

Fig. 2. Three-dimensional structure of our steady-state solar wind simulation. Left: Radial-velocity structure (colour map) and magnetic field lines
(grey lines). Right: Close-in structure of the magnetic field within 10 Rd. The spherical surface denotes the inner boundary of our domain and
shows the surface field strength of the radial magnetic field component Br as a colour gradient between the north and south pole of the domain.
The grey lines represent the connected field lines.

We show the three-dimensional structure of our steady-state
simulation in Fig. 2, displaying the meridional and equatorial
distribution of vr and global magnetic field structure (left panel),
which takes on a predominantly radial structure characterised by
|Br{B| ą 0.95 beyond approximately 2 Rd, which is compara-
ble to the canonically assumed distance of the source surface in
potential field source surface (PFSS) models (Riley et al. 2006).
The magnetic field structure close to the inner boundary of the
simulation domain is shown in Fig. 2 (right panel). Our simula-
tion successfully reproduces the characteristic bimodal structure
of the solar wind. The azimuthal distribution of the solar wind is
highly symmetrical within the equatorial plane, while the radial-
velocity structure within the meridional plane shows a strong
variation correlated to heliolatitude. We display a meridional
slice of the radial velocity in Fig. 3, illustrating the separation
into two wind regimes connected to the polar angle. We com-
pare this to the results from, for instance, Sokolov et al. (2013),
which show an acceleration of the fast wind to 400 km s´1 within
4 Rd, or Johnstone et al. (2015b), where the majority of the
fast-wind acceleration takes place within approximately 10 Rd.
Our results show a comparable, but more rapid acceleration of
the solar wind. We therefore find that the transition from sub-
Alfvénic to the super-Alfvénic velocity regimes at the distance
of the Alfvén surface, where vA{vr “ 1 (denoted by the black
outline in Fig. 3), sits close the centre of our domain at a distance
of between 3 and 6 Rd. This is shorter than what is predicted by

other models (see Chhiber et al. 2019, and references therein),
and is also shorter than the distance derived from measurements
by PSP, which has crossed the Alfvén critical surface during sev-
eral intervals at distances of between 15 and 20 Rd (Kasper et al.
2021). The Alfvén surface from our model underestimates these
distances by approximately a factor of 3. As the location of the
Alfvén surface is also influenced by the magnetic field configu-
ration through the definition of the Alfvén velocity vA, a discrep-
ancy between our model and previous measurements and models
in its size coincides with our choice of a simplified dipole to rep-
resent the solar magnetic field. Additionally, the location of the
Alfvén surface depends on the acceleration profile of the wind
solution. The more rapid acceleration of the solar wind close to
the inner boundary in our result compared to results from other
simulations also contributes to the smaller size of the Alfvén sur-
face.

4.1. Comparison to PSP observations

To compare the results from our simulations with the observa-
tional data from PSP, we produced radial profiles of the ma-
jor parameters from both the equatorial and polar region of the
simulation domain. As the trajectory of PSP is characterised by
small heliolatitudes during the encounter phases, we expect to
reproduce the empirical constraints with the equatorial profile
of our simulation results. Figure 4 displays the profiles and ob-
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Fig. 3. Meridional slice of the simulation domain (X = 0) extending to
˘15 Rd in both Y and Z directions. The colour map displays radial-
velocity values, and the solid black outline denotes the location of the
Alfvén surface.

servational constraints for the radial velocity in km s´1. We see
that the equatorial profile of our simulation is centred at approx-
imately 410 km s´1 and overestimates the empirical constraints
within a factor of approximately 1.5, where the discrepancy be-
tween the constraints and simulation result is more pronounced
at smaller heliocentric distances. The corresponding polar profile
from our simulation result reaches a radial velocity of approxi-
mately 650 km s´1. We therefore see the characteristic bimodal
structure of the solar wind velocity as described in, for instance,
McComas et al. (2003). Under the assumption that the solar wind
speed reaches a terminal value after a period of heavy accelera-
tion close to the Sun, the radial velocity in our fast wind regime
is lower than that suggested by the work of Boro Saikia et al.
(2020) and that suggested by the fast wind measurements of ap-
proximately 760 km s´1 taken by Ulysses (McComas et al. 2000,
2003). The bimodality of the solar wind emerges from Eq. (12),
which depends on the magnetic field strength throughout the do-
main introduced by the dipole field and leads to a non-uniform
distribution of the turbulent heating rate Qp with respect to the
polar angle, facilitating the emergence of the characteristic two
velocity regimes of the solar wind with respect to heliolatitude.

Figure 5 displays the radial profiles for the number density
(np) in units of cm´3 and temperature (T ) in K. The equatorial
profile of np from our simulation coincides very closely with the
empirical constraints. We see a similar radial behaviour for the
number-density profiles of the slow and fast wind regimes of
our simulation, where in the case of the fast wind, np is lower
by approximately a factor of 4. For the temperature, we see a
pronounced difference in the radial behaviour of the fast- and
slow-wind-domain profiles. The observed temperature is an in-
termediate between the two wind regimes from the simulation,
where the discrepancy becomes larger for increasing heliocen-
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Fig. 4. Comparison between the radial-velocity profiles of our solar
wind simulation and the evaluated measurements from PSP. The solid
black line represents a radial profile of vr taken from the equatorial plane
of the simulation domain (representing the slow solar wind), the red
dashed line a polar radial profile (representing the fast solar wind), and
the blue solid line represents the mean vr measurements from PSP with
a variation of 1σ.
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Fig. 5. Same as Fig. 4, but for the number density (np, upper panel) and
temperature (T , lower panel) of the simulation and observations.

tric distances, but is confined to approximately a factor of 1.5 for
both wind regimes.

We also derive the mass-loss rate 9M from our simulation pa-
rameters. The mass loss induced by the solar wind is charac-
terised through a surface integral of the radial momentum den-
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sity,

9M “

¿

S

ρvr dS . (16)

Except for close distances to the Sun, where the solar mag-
netic field is not dominated by its radial component (i.e. where
not all field lines are open), the solar mass-loss rate is con-
stant with respect to radial distance (Cohen 2011), and we
display the corresponding radial profiles in Fig. 6 in units of
Md yr´1. As PSP orbits close to the equatorial plane of the
Sun, we extrapolate a global mass-loss rate from the observa-
tional data through 9M “ 4πr2ρvr, where r is any given distance
from the Sun, ρ is the measured mass density, and vr the mea-
sured radial velocity. We compare this to the equatorial pro-
file from our steady-state solutions, where the mass-loss rate
is 9M “ 4.3ˆ 10´14 Md yr´1 (solid black line in the top panel
of Fig. 6). Additionally, we evaluate the mass-loss rate from
our simulation results through Eq. (16) by taking the integrated
values of the momentum density from radial shells distributed
throughout the simulation domain, resulting in a value of ap-
proximately 9M “ 2.6ˆ 10´14 Md yr´1 (dashed-dotted green
line in the top panel of Fig. 6). Both values are in good agree-
ment with our empirical constraints. solar wind simulations of
the solar-cycle minimum by Alvarado-Gómez et al. (2016) and
Boro Saikia et al. (2020) also agree with our results.

We additionally evaluate the ram pressure Pram of the solar
wind, as it is a major influencing factor in the shape of planetary
magnetospheres. The calculation follows the equation below,

Pram “ ρv2
r , (17)

where ρ is the mass density and vr the radial-velocity compo-
nent. The bottom panel of Fig. 6 shows the radial equatorial and
polar ram-pressure profiles from our simulations in comparison
to the ram-pressure values derived from observations taken by
SPC and SPAN-I in units of Pa. The slow wind displays a ram-
pressure value of 1.2ˆ 10´7 Pa at 40 Rd, compared to the ob-
servational value of 6.3ˆ 10´8 Pa. The fast wind exhibits a ram
pressure of 6.4ˆ 10´8 Pa. Both the equatorial and polar profile
show similar values, as the differences in ρ and vr between the
slow and fast wind regime counteract one another in Eq. (17).
The ram-pressure profile derived from the measurement data is
in better agreement with the fast-wind profile from our simula-
tion, but both cases are in agreement within a factor of 3 with
the empirical constraints and follow the same radial gradient as
the observational data indicate. We note that the deviations of ρ
and vr between our simulation results and the observational con-
straints propagate into the evaluation of 9M and Pram, as these are
derived quantities of the primary parameters.

We find that the results of our NIRwave simulation are in
reasonable agreement with the observational constraints we have
evaluated, but the displayed parameter values and behaviours do
not exactly coincide with previously established results and ob-
servations, with some being in better agreement than others. The
number density measured by PSP closely agrees with the re-
sults from our simulation corresponding to the slow wind pro-
file, while the radial velocity and temperature associated with
the slow wind regime for our simulation deviate from the de-
rived empirical constraints within a factor of approximately 1.5.
The radial velocity for the fast wind from our simulations under-
estimates observations by Ulysses (McComas et al. 2000, 2003)
by approximately 15%, and the majority of our wind acceler-
ation happens close to the centre of the domain within 5 Rd.
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Fig. 6. Mass-loss rate 9M and ram pressure Pram as radial profiles com-
pared to the empirical constraints derived from observations taken by
PSP. In both panels, the black solid line represents an equatorial radial
profile taken from the simulation and the blue line and filled-in area rep-
resent the mean observational values from PSP and a deviation of 1σ,
respectively. Upper panel: Mass-loss rate 9M. The green dashed-dotted
line represents the mass-loss rate derived from surface integrals follow-
ing Eq. (16) for radial shells distributed throughout the simulation do-
main. Lower panel: Ram pressure Pram. The red solid line represent the
radial polar profile from our simulation results.

This subsequently leads to a radially small Alfvén surface be-
low 6 Rd. The difference in solar wind parameter measurements
from PSP and our simulation results can be attributed to sev-
eral factors. We implemented a simplified dipole description of
the solar magnetic field, which reproduces the overall bimodal
structure of the solar wind distribution but does not account for a
more detailed description of the magnetic field structure at the
inner boundary of the simulation domain. Other studies used
synoptic magnetograms to generate initial conditions for this pa-
rameter (e.g. Réville et al. 2020; Chhiber et al. 2021; van der
Holst et al. 2022). Due to the uniform grid decomposition used
in our simulations, we also cannot achieve the necessary resolu-
tion to treat the transition region within the domain without un-
necessarily refining regions further towards the outer edge of the
domain, significantly increasing the run time of our simulations.
For the same reason, the transition region of magnetic field po-
larity within the equatorial plane of the domain, the heliospheric
current sheet (HCS), is not additionally refined. We also note
that the assumption of a reflection coefficient dominated by out-
wardly propagating waves (R ă 1) is equivalent to the assertion
of a cross helicity not close to zero. While this is applicable for
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the inner heliosphere represented by our simulation domain, the
cross helicity decreases systematically with heliocentric distance
(e.g. Roberts et al. 1987; Adhikari et al. 2020; Chen et al. 2020;
Chhiber et al. 2021), which should be taken into account when
extending the simulation domain of NIRwave (see also Cranmer
2010).

Given the restrictions and simplifications constraining our
simulations, we still find a good representation of the solar wind
parameters in our model when compared to previous investiga-
tions and observations. The magnetic field settles into a struc-
ture dominated by the radial component Br at distances beyond
„2 Rd, and almost all field regions are open within the domain.
At the inner boundary, field lines above approximately 33 ˝ he-
liolatitude (θ “ 57 ˝) are stretched out towards the outer bound-
ary of the simulation domain and form open field regions, as
also visible in Fig. 2 (right panel). Within the larger scale of the
whole simulation domain, all field regions with the exception of
the HCS region centred at the equatorial plane are open. As the
simulation grid is not additionally refined at this specific region,
its size flares out towards the outer boundary of the simulation
domain.

We compare the radial magnetic field strength |Br| resulting
from our simulation with measurements taken by PSP. Specifi-
cally, Telloni et al. (2021, 2022) give values for |Br| during en-
counter phase 7, which these authors measured with the flux-
gate magnetometer of the FIELDS suite of instruments (Bale
et al. 2016) during two time intervals corresponding to helio-
centric distances of 21.4 Rd and 23.6 Rd. They note values of
|Br| of 2.38ˆ 10´3 G and 1.44ˆ 10´3 G for these distances,
respectively. We choose the absolute value of Br as the space-
craft crosses the HCS during this encounter period (visible in
Fig. 5 of Telloni et al. 2022). We compare these measurements
to our simulation results, which show values of approximately
1.1ˆ 10´3 G and 0.9ˆ 10´3 G at the same distance values.
These are in agreement with the PSP measurements within a
factor of two. Figure D.1 shows the profiles of |Br| for the polar
angle θ between the positive z-axis and the equator of the do-
main, also illustrating the extended size of our polarity transition
region where the value of |Br| approaches zero. As our model
reasonably reproduces the observed solar wind parameters based
on a simple dipole field assumption, it can be adapted to inves-
tigate the stellar winds of a larger sample of solar-like stars for
which the dipole field component and other field components are
known, such as quadrupole and octopole modes (see See et al.
2019, and references therein).

4.2. Comparison to polytropic model

To motivate the modifications we apply to NIRVANA in an ef-
fort to include an explicit WTD heating mechanism, we also
compared the results from our solar wind model to a NIRVANA
simulation conducted with a polytropic equation of state. As de-
scribed in Sect. 2.2, the code does not natively support the in-
clusion of a complex heating-source term representing a WTD
mechanism. We therefore generated a magnetised polytropic so-
lar wind model, using a constant polytropic index of Γ “ 1.1
and a base coronal temperature of T0 “ 2 MK (see Johnstone
et al. 2015b; Vidotto et al. 2014b; Vidotto 2021 and references
therein). We provide a more detailed description of this in Ap-
pendix E.

Figure 7 illustrates a comparison between the results of our
WTD wind simulation and the polytropic case through radial
profiles for the major parameters of radial velocity (vr), number
density (np), and temperature (T ) split into equatorial and polar

radial profiles associated with the slow and fast wind, respec-
tively. The radial velocity and density profiles for both the WTD
and polytropic case follow largely similar trends. Compared to
the WTD case, the fast wind of the polytropic model reaches a
slower terminal velocity, and the acceleration of the polytropic
slow wind is more sustained. This leads to a smaller difference
in radial velocity between the slow and fast wind regimes in the
polytropic case, specifically overestimating the slow-wind ve-
locity seen in the empirical constraints to a larger degree than
in the WTD case. For the density profiles, both solutions follow
largely the same radial trend. However, the number density of
the polytropic fast wind regime is approximately a factor of 2
larger than for the WTD case. The temperature profiles show a
more significant difference between the two models: in the poly-
tropic case, the radial behaviour of the temperature follows the
density through Eq. (E.2) and shows comparable values in the
fast- and slow-wind regimes, while the WTD model displays a
more pronounced difference between these two regimes.

In summary, the NIRVANA simulation results produced by a
magnetised polytropic wind model are similar to the solar wind
model we generate with NIRwave. As shown in Fig. 7, the ra-
dial profiles produced by these two approaches are largely in
agreement given similar initial conditions, where the separation
of parameter values between the slow- and fast wind regimes
is less pronounced in the polytropic case. However, we argue
that the implementation of a WTD heating mechanism in the
solar wind model provides an improvement over the polytropic
approach by introducing a physically motivated contribution to
the energy equation in the form of wave dissipation rather than
circumventing the question of coronal heating through the poly-
tropic equation of state. Figure 7 also illustrates that the results
achieved with NIRwave are in better agreement with the empir-
ical constraints derived from PSP observations than those found
with the polytropic wind model produced with NIRVANA.

5. Conclusions

We carried out solar wind simulations, using the general 3D
MHD code NIRVANA to reconstruct the solar wind structure
within 40 Rd. To account for an explicit heating mechanism as
a driving force of the solar wind, we modified NIRVANA to in-
clude an established wave-turbulence-driven heating routine as
an energy-source term for the solar wind acceleration. We ap-
proximated the solar magnetic field with a dipole, and used ob-
servations taken by PSP to validate our simulation results.

The simulation results achieved in this work are in reason-
able agreement with the measured wind properties. Our model
reproduces the characteristic bimodal structure of the solar wind
and accounts for the radial behaviour of the solar wind velocity
(vr), proton number density (np), and temperature (T ). The slow
and fast wind regimes of our steady-state solution are charac-
terised by terminal velocities of 410 km s´1 and 650 km s´1. We
find a mass-loss rate of 2.6ˆ 10´14 Md yr´1 in agreement with
previously established results, and ram-pressure values that fol-
low the constraints we derived from PSP measurement data. We
also find radial magnetic-field-strength values in good agreement
with evaluations of measurements taken by PSP. The Alfvén crit-
ical surface within our simulation domain is smaller by a factor
of approximately 3 than predicted by previous models and ob-
served by PSP.

While our results globally agree with PSP observations,
slight differences are seen in the absolute values. The precision
of our simulation results is constrained through limitations in
the grid setup and simplifying assumptions for the conditions of
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Fig. 7. Comparison between the solar wind model generated with NIR-
wave (black lines) and a polytropic model using NIRVANA (green
lines). The panels show the radial wind velocity (vr, top panel), num-
ber density (np, middle panel), and temperature (T , bottom panel), each
with respect to radial distance in Rd from the domain centre. The solid
lines represent equatorial radial parameter profiles associated with the
slow wind regime, and dashed lines represent polar radial parameter
profiles associated with the fast wind. The grey dotted lines in each
panel represent the observational data from PSP described in Sect. 3.

the solar wind. The simulation grid is uniformly decomposed,
which restricts the resolution of regions with small radial val-
ues and close to the equator of the domain. We introduced the
solar magnetic field as a pure dipole, which overlooks the com-
plexity of the solar photospheric and chromospheric magnetic
field structure observable through solar magnetograms. Includ-
ing such magnetograms as boundary conditions for the magnetic

field provides a way to potentially increase the complexity of
our model in the future. Additionally, the modular implementa-
tion of user-defined heat-source terms into NIRVANA can also
facilitate the inclusion of additional or other heating terms as a
driving force of the solar wind, potentially allowing comparabil-
ity between the achieved results.

Despite the simplified conditions we assumed for our model,
we achieve results for the distribution of solar wind parame-
ters that are comparable to those of other, more complex wind
models. Developing an accurate model of the solar wind con-
strained by in situ measurements is fundamental for the inves-
tigation of stellar-wind parameters in solar-like stars. While not
part of this work, a larger sample of low-mass, Sun-like stars
with known dipole field components could be explored in future
work through variation of the input parameters that characterise
these stars.
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Appendix A: PSP observational data
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Fig. A.1. Evaluated measurement data from SPC and SPAN-I for the encounter periods 7, 8, and 9. Top: Radial velocity vr (left panel), proton
number density np (middle panel), and temperature T (right panel) measurements. All three plots are split into ingress (solid lines) and egress
(dashed lines) periods of the spacecraft. The observed parameters are display in a distance-binned form with a bin size of ∆r “ 1ˆ 10´1 Rd.
Bottom: Same arrangement as above, but showing the evaluated mean values (solid lines) and 1σ deviation (filled-in area).

Appendix B: Number of PSP data points
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Fig. B.1. Number of ten-second-averaged measurements within each distance bin p∆r “ 0.1 Rdq after data reduction of the available SPC (black
dots) and SPAN-I (blue triangles) observations for encounter 7, 8, and 9.
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Appendix C: Encounter 8 Ingress
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Fig. C.1. SPC (black line) and SPAN-I (red line) measurements for the ingress phase of the designated encounter period 8 (restricted to heliocentric
distances ă 40 Rd). The panels show heliocentric distance (top panel), radial velocity component (middle panel), and number density (bottom
panel) with respect to time, starting at approximately 26 April 2021 and ending at approximately 29 April 2021. The displayed measurements
indicate the complementary nature of SPC and SPAN-I, transitioning at approximately 25 Rd.

Appendix D: Radial magnetic field strength
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Fig. D.1. Radial magnetic field strength |Br| with respect to polar angle θ of our simulation result for radial distances of 21.4 Rd (blue line),
23.6 Rd (orange line), and 40 Rd (green line).
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Appendix E: Polytropic wind model

We generate a magnetised polytropic wind solution with NIRVANA using a polytropic equation of state, meaning the density and
thermal pressure in this case are related through a power law defined by the polytropic index Γ and the polytropic constant K:

p “ KρΓ. (E.1)

The value of K is defined by the density, ρ, and temperature, T , of the solar wind,

K “
kBρ

1´Γ

µ̄mp
T, (E.2)

where kB is the Boltzmann constant, µ̄ the mean molecular weight, and mp the proton mass.
For this polytropic wind simulation, we use the same setup as described in Sect. 2 concerning boundary and initial conditions

(where applicable). Additionally, we choose a constant polytropic index of Γ “ 1.1, coinciding with a value appropriate for the
regions close to the Sun and determine the value of the polytropic constant by choosing a temperature of T0 “ 2 MK to represent
coronal values at the inner boundary (see Johnstone et al. 2015b; Vidotto et al. 2014b; Vidotto 2021 and references therein). The
steady-state solution of this polytropic simulation is illustrated in Fig. E.1, showing the meridional and equatorial distribution of vr
together with the global magnetic field structure (left panel). Comparing this to the left panel of Fig. 2 shows that in both cases, the
global magnetic field structure is predominantly radial. The difference in results between the two cases becomes more apparent in
the distribution of vr, making up the slow and fast wind regimes. Comparing the right panel of Fig. E.1 with Fig. 3 illustrates that the
fast wind regime of the polytropic simulation evenly extends towards small heliolatitudes, where it transitions into the slow wind
regime through a steep velocity gradient. This stands in contrast to the bimodal distribution of vr from the wave-turbulence-driven
model (visible in Fig. 3), which shows a more gradual transition between the fast and slow wind regimes. This difference in the
radial-velocity distribution is also reflected in the shape of the Alfvén surface, which shows a more spherical contour following the
extended distribution of the fast wind. The scale of the Alfvén surface is similar to the result from NIRwave, where we refer to
Sect. 4.1 for an explanation. A comparison of the radial profiles for the fast and slow wind regimes of both the WTD and polytropic
solution are shown in Fig. 7 and described in Sect. 4.2.

Fig. E.1. Radial-velocity structure of our polytropic solar wind simulation. Left: Three-dimensional radial-velocity structure (colour map) and
magnetic field lines (grey lines). Right: Meridional slice of the simulation domain (X = 0) extending to ˘15 Rd in both Y and Z directions. The
solid black outline denotes the location of the Alfvén surface. The colour map displaying radial-velocity values is shared for the left and right
figure.
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